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Executive Summary
In today's era of data-driven decision-making powered by Artificial Intelligence (AI) and Machine
Learning (ML), the availability of high-quality data is paramount. Mainframe Computers hold
vast amounts of data going back sometimes to decades, a goldmine for AI/ML and analytics.
However, leveraging this data poses challenges due to the differing computer architecture on
mainframes compared to modern commodity servers. This paper aims to summarize options
available to allow AI workloads to use mainframe data. It also discusses tools that enable AI
workloads to run on mainframes, as well as those designed to transfer data for utilizing AI tools
not available in mainframe environments.

Introduction
Mainframes have dominated enterprise computing for decades. They are being used
extensively in industries such as banking, finance, healthcare and utilities for processing vast
amounts of data in real-time and for running mission-critical software because of their high
reliability, availability and serviceability (RAS) features. According to a 2021 report by IBM, “45
of the top 50 banks, 4 of the top 5 airlines, 7 of the top 10 global retailers, and 67 of the Fortune
100 companies leverage the mainframe as their core platform”.[1] They follow the High
Throughput Computing (HTC) paradigm which prioritizes executing numerous simple,
independent tasks concurrently. Furthermore, features such as high security, high scalability
and retro compatibility with legacy applications keep mainframes as critical systems in
large-scale business computing.[2] While IBM is often synonymous with mainframes, other
respected companies like Broadcom, Hitachi, Dell, and Rocket Software (including the Micro
Focus acquisition) also play significant roles in this space. [3]

Fig 1. Source: IBM. Modern Mainframes. .
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Over the decades, there have always been predictions about the imminent phase-out of
mainframes which have been proven wrong. IBM’s report shows that mainframes still handle
almost 70% of the world’s production IT workloads, living up to their nickname “Big Iron”.[1] The
report’s survey also states that 90% percent of IT and business executives view their mainframe
as a growth platform, with more than half reporting an increase in transaction volumes over the
year.

Fig 2. Source: IBM. Most organizations agree that mainframes are central to their business and technology strategy.

Since the 2010s, there has been a push toward digital transformation driven by the Cloud. It is
interesting to note that the Cloud’s features like the client-server model, usage of thin clients
and redundancy were practices which first appeared in mainframes over half a century ago.[4]
Currently, the adoption of a hybrid cloud approach in combination with mainframe
modernization is gaining traction. [5]

More recently, rapid advancements in artificial intelligence, particularly in generative AI and
machine learning (ML) have renewed organizations’ focus on accessing and leveraging the
wealth of legacy data stored in mainframes.

Thus, the question arises: How can organizations utilize terabytes of invaluable data that was
collected by them and take advantage of AI and ML tools to drive data-driven decision-making,
generate new revenue streams and gain new insights powered by generative AI?

Current State
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Artificial Intelligence (AI) is transforming industries by enhancing operational efficiency, driving
innovation and providing competitive advantages to companies that effectively leverage it.

Fig 3. Artificial Intelligence, Machine Learning, Deep Learning and Generative AI at a glance

Despite some concerns, AI is recognized for boosting productivity by automating tasks.
Applications like chatbots, recommendation systems, and fault diagnostics have proven AI's
versatility across fields such as retail[6], customer service, fault[7] and fraud detection. [8] [9]
More recently, Generative AI, powered by Large Language Models (LLMs) has gained
prominence for its ability to create new content with minimal human input.
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Machine Learning (ML)is a subset of AI rooted in theoretical computer science and applied
mathematics, and uses data and algorithmic models to replicate human learning. A typical ML
pipeline consists of six stages - Data Collection, Data Cleaning, Feature Engineering , Model
Training, Model Testing, Model Verification and Model Deployment.

Fig 4. A typical Machine Learning Pipeline. The process is iterative as the model gets trained on new data at regular intervals.

Although ML algorithms have been around since the 1950s, they became industry-relevant in
the 2000s due to advances in computational resources and data availability. [10] As British
mathematician Clive Humby noted, “Data is the new oil” highlighting the critical role of data in
driving industries. Mainframes, across various industries, have for long hosted fairly good
quality business data collected over decades which is a gold mine for ML tasks ranging from
traditional algorithms to cutting-edge generative AI applications.[11] [12]

When looking at mainframes with its large amount of data, broadly three main approaches
exist to allow such data to be consumed by AI workloads, be it generative AI, ML or general
analytics and decision-making:

● Running AI on mainframes.
● Running AI outside mainframes without migrating mainframe data.
● Running AI workloads on mainframe data outside mainframes.

Running AI on Mainframes

There are several benefits of running AI workloads on the mainframe. First and foremost, no
data is moved out which inherently makes this approach easy to implement, more secure and
reliable and at the same time reduces costs involved in setting up separate servers and cloud
environments for ML. Additionally, it reduces latency as the data processing happens where the
data resides, leading to faster decision-making.

ML models, particularly during the training phase, demand significant computational resources.
While modern computers leverage dedicated Graphics Processing Units (GPUs) to parallelize
and accelerate this process, older mainframes traditionally lack this capability. To address this,
Newer IBM mainframes have the "IBM Telum" chip which allows the CPU to handle code
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execution while GPUs manage data inference [13]. Two tools that allow running ML models on
mainframes are:

● Machine Learning for z/OS
● SQL Data Insights on DB2

Machine Learning for z/OS:
This is a transactional AI solution that runs natively on z/OS, IBM’s traditional operating system
for mainframes. It allows the implementation of Python and R’s ML and Data Science libraries
compatible with the s390x mainframe architecture directly on mainframes and its acceleration
is aided by use of the IBM Telum chip. The implementation can leverage pre-built packages of
libraries like PyTorch and distributions such as Anaconda[14] [15] or use them within a s390x
container.

SQL Data Insights on DB2:
The popular mainframe Database, DB2 offers a feature called “SQL Data Insights” [16] which
enables users to run SQL queries to gain insights into their data, such as identifying similarities,
clustering, and finding analogies. This helps organizations to discover new patterns in their
data, group similar data points and hence leverage the data stored on their mainframe to its full
potential.

Running AI outside Mainframes without migrating Mainframe data

This approach is well-suited for three specific scenarios. First, it’s a great fit for organizations
with older mainframe systems that lack AI-enabled chips like IBM’s Telum, where upgrading the
mainframe hardware would not justify the cost compared to running AI/ML workloads on
traditional GPU-powered servers. Second, it works well in cases where the mainframe’s spare
capacity isn’t sufficient to handle the compute resources needed for AI/ML workloads. Finally,
it’s suitable when multiple data sources outside the mainframe are involved, especially when
challenges like large external data volumes or cross-border data transfers make it difficult to
bring that data into the mainframe. Some of the popular tools available which can be used for
this approach are:

● Data Virtualization Tools
● z/OS Connect

Data Virtualization - These tools allow for the creation of “virtual views” of data from the
mainframe and other enterprise data sources. A virtual view in the context of databases is a
representation of data in any customized way without actually creating a new, separate copy of
the data with the added advantage of real-time access to data without the need for complex
Extract, Transform and Load(ETL) procedures. It also serves as a proxy to the original data,
allowing for additional features like data manipulation and content scrubbing, such as masking
customer PII data. This is crucial for maintaining data privacy and complying with regulations
governing the use of consumer-related data. Rocket Software’s mainframe Data Virtualization
and Stonebond Technologies’ Enterprise Enabler are examples of common data virtualization
tools. [17] [18]
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z/OS Connect - This tool allows for the creation of APIs that make it easy to access and use
mainframe data and applications. The APIs adhere to industry standards(OpenAPI v3) for
compatibility and integration. z/OS Connect also supports cloud native development and offers
a simple web-interface, which reduces the learning curve for professionals using this tool. Thus
it allows applications running outside mainframes to seamlessly integrate with mainframes.

Running AI on Mainframe data outside Mainframes

Organizations might opt to move their data outside mainframes as there exists a
well-developed suite of proprietary and open-source ML libraries and tools. In that case, they
make use of tools to move the data outside the mainframes in batches or near-real-time. These
data movement tools are classified as batch and near-real-time tools.

Batch Tools - Data can be moved in and out of the mainframe through batch jobs which are
defined in Job Control Language(JCL). Batch processing on mainframes enables the efficient
handling of vast data volumes, often in terabytes, without user interaction. After processing
millions of records, these batch jobs generate outputs. Once the data is extracted, it can be
seamlessly transferred to the cloud using tools like GCP’s BigQuery Connector or Microsoft's
Host Integration Server. This integration allows organizations to leverage mainframe data with
cloud-native solutions, enhancing analytics and decision-making capabilities. [19] [20]

Near Real Time Tools - These tools capture near-real-time data changes and deliver them to
various targets outside the mainframe such as databases, message queues, or ETL solutions.
These tools capture changes on the source database and transfer the change data to the
target. IBM’s InfoSphere Change Data Capture, Rocket Software’s Data Replicate and Sync,
IBM’s Watsonx.data and Precisely’s Iron Stream are commonly used near real-time data
movement tools.[21] [22] [23] [24]

Once the data is moved out of mainframes, several ML tools can be used on the data for
analysis.

Cloud-based Machine Learning Solutions - Cloud-based machine learning (ML) services provide
an end to end, fully managed environment for building, training, and deploying ML models. They
simplify the ML workflow by abstracting server management thanks to which data scientists
and developers can focus on the development and deployment of models. They support
collaborative development and can handle big data in distributed environments. Users can
choose from a variety of pre-built algorithms or build custom ones from scratch, deploying
models securely and at scale with minimal effort.

In addition to these, generative AI services offer pre-trained models, such as foundation models
that can be further customized with organization specific data. This enables the creation of
specialized AI applications without starting from scratch.
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Several major cloud providers, such as Google, Amazon and Microsoft offer similar services,
ensuring that regardless of the specific platform, users have access to robust tools for
managing the entire ML lifecycle. While opting for these solutions, it's important for
organizations to remember that these services are typically tied to a specific vendor, leading to
a potential lock-in with the provider's ecosystem.

Fig 3. Methods to leverage mainframe data for AI/ML workloads at a glance.
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In principle, running AI on mainframes seems to be the best option for most enterprises since
they are able to leverage the RAS (Reliability, Availability and Serviceability) properties of a
mainframe. However, in practice this faces some challenges as older mainframes are not
equipped with a GPU (Graphics Processing Unit) by default, which hinders the process of
effective inferencing of data. Besides this, the number of tools available to run ML models on
mainframes are few. This area has a lot of scope for improvement since popular ML and Data
Science libraries such as PyTorch and Anaconda have distributions for the s390x architecture
used by mainframes.

The AI ecosystem is highly advanced outside mainframes. Therefore, transferring the data out
of mainframes or maintaining a copy of the data on mainframes while executing ML models
externally is a common approach for running analytics and deriving insights. This enables
organizations to continue utilizing the high throughput processing capabilities of mainframes
and running their existing applications on them, while also leveraging modern technologies for
AI/ML and analysis of their existing data to aid in making business decisions. However, moving
sensitive data outside the mainframe poses security risks and introduces a degree of latency
which may pose a problem in large datasets.

Challenges with AI/ML

Despite the numerous benefits of leveraging mainframe data for ML , there are several
challenges that can hinder the smooth progression and effective implementation of ML
models at the Enterprise level. Some of these challenges include:

1. Data Quality - Since mainframes store data that are decades old, it is important to
understand the schema changes of the data. It is also important to effectively
pre-process the data to handle missing values and incorrect data. [25] It would be
prudent to implement data governance practices on mainframes that ensures that high
quality data is available for all downstream tasks.

2. Bias in Data - ML models require large quantities of data for the training stage, it is
important to make sure that the data is free from bias, so that ML models don’t learn
from biased data and end up making biased predictions.

3. Model Interpretability - Interpretability in ML is the extent to which a cause and effect can
be observed within a system. All ML models are fundamentally based on mathematics
and statistics. While some models, like regression, are straightforward to understand in
terms of both their functioning and results, more complex models such as Neural
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Networks operate as "black boxes," making it challenging to understand and explain the
resulting insights to stakeholders and regulatory bodies. It is important to include
mechanisms to explain the reasoning and rationale behind an output. LIME(Local
Inference Model-Agnostic Explanation) is an example of one such technique that breaks
down the output function of a black box model into local, interpretable models to help
understand it better.

4. Privacy - On proprietary ML tools on and outside the mainframe such as AWS SageMaker
and WatsonX, metadata and error information are collected to improve services and
enhance customer experience and in case of Generative AI solutions, user prompts are
stored to train and improve the performance of the model all of which raises concerns
about compromising data privacy. Hence it is imperative to understand how ML
platforms use customer data and opt out of them where necessary. In the case of LLMs,
it’s important to carefully review the API’s terms of use and fully comprehend their
implications for data privacy. [26] It is also important to ensure compliance with relevant
state and federal regulations, such as the General Data Protection Regulation (GDPR)
and the California Consumer Privacy Act (CCPA).

5. Less focus on Deployment and MLOps - ML is a rapidly evolving field with new state of
the art models and discoveries being made every week. It is important to focus not only
on research and development of cutting-edge ML models, but also focus on their scaling,
deployment and supportability to ensure that they can be effectively used for real-world
applications. [25]

6. Carbon Footprint - Training and running ML models requires tremendous amounts of
computational capabilities which consumes abundant resources like electricity and the
carbon emissions from such processes are high and detrimental to the climate. With
large organizations aiming to reach carbon neutrality within the coming decades, it is a
challenge to maintain a balance between the need of staying at the forefront of
technological innovation and caring for the environment. A silver lining of running ML
workloads on mainframes is that more modern mainframes tend to have a lower
environmental impact compared to traditional commodity servers having the same
compute capacity. [27]
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This paper examines approaches for enabling the use of mainframe data in downstream tasks
such as machine learning and data analytics.

The first approach involves running machine learning models directly on mainframes using
tools like IBM's ML on z/OS and DB2 SQL Insights. This option allows organizations to keep
their data on mainframes and leverage the RAS properties of mainframes.This option is also
more environmentally friendly, as mainframes have a lower environmental impact compared to
commodity servers. At present, the range of available tools for mainframes are limited and
older mainframes typically lack a GPU to efficiently handle modern AI/ML workloads. However,
with evolving technologies, like modern mainframes having GPUs and ML Libraries such as
Pytorch providing mainframe- specific builds, this approach holds immense potential.

The second approach involves migrating data from mainframes to the cloud. Data movement
tools enable data transfer to the cloud. Once in the cloud, the data can be pre-processed and
transformed, with the option to maintain in-sync copies on the mainframe using tools like IBM’s
DB2 data gate. This approach offers access to a suite of good quality proprietary and
open-source libraries and tools but introduces potential risks related to data privacy and
security due to the usage of third party applications. This approach can end up being overly
complex due to data being moved across various systems and also introduces latency.

Overall, all the approaches discussed have their pros and cons. It is important for organizations
to do a thorough analysis in terms of the requirements, feasibility and cost before opting for any
of these approaches. In conclusion, as AI and ML continue to advance rapidly with cutting-edge
breakthroughs, it is crucial to capitalize on the wealth of historical data stored in mainframes to
stay competitive.
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This list highlights some common abbreviations used throughout the white paper.

● AI- Artificial Intelligence
● API- Application Programming Interface
● AWS- Amazon Web Services
● CPU- Central Processing Unit
● ETL- Extract, Transform and Load
● GCP- Google Cloud Platform
● GPU- Graphics Processing Unit
● Gen AI- Generative Artificial Intelligence
● LLMs- Large Language Models
● ML- Machine Learning
● RAS- Reliability, Availability and Serviceability
● SQL- Structured Query Language
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